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Abstract

Solutions of the Reynolds-averaged Navier-Stokes equations are presented and compared with

a family of experimental results for the three-dimensional interaction of a sharp-fin-induced

shock wave with a turbulent boundary layer. Several algebraic and two- equation eddy-

viscosity turbulence models are employed. The computed results are compared with experi-

mental surface pressure, skin-friction, and yaw angle data as well as the overall size of the

interaction. Although the major features of the flow fields are correctly predicted, several

discrepancies are noted. Namely, the maximum skin-friction values are significantly under-

predicted for the strongest interaction cases. These and other deficiencies are discussed.

Introduction

Shock wave/turbulent boundary layer interaction constitutes one of the fundamental problems

of modem high-speed fluid dynamics. One simple geometry that produces a complex three-

dimensional, separated flow field consists of a sharp fin mounted on a fiat-plate surface

(Fig. 1). This configuration has been investigated experimentally [ 1-7] and computationally

[2-9] for a wide range of test conditions. Computations have been successful in predicting the

essential features of these flow fields, as well as helping to provide a model for the flow field

structure. However deficiencies in the computed results have been noted. Two notable defects

are the inability to predict the upstream extent of the interaction and the experimentally

observed secondary separation [ 1,2,7]. Direct measurements of surface skin friction [7] are

now available for a direct test of the turbulence models employed in the computations. This

paper presents a series of computational results using various eddy-viscosity turbulence

models to investigate these deficiencies and to test these models' ability to predict the new

skin-friction results.



Description of Computations

The governing equations used to describe the flow field are the full compressible mean three-

dimensional Navier-Stokes equations using mass-averaged variables in strong conservation

form. Their restrictions include the calorically-perfect-gas assumption, the Sutherland viscos-

ity law, and zero bulk viscosity. Four eddy-viscosity models are employed for turbulence

closure: the algebraic models of Baldwin-Lomax [10] and Cebeci-Smith [11], which are inte-

grated to the wall, and a two-equation eddy-visc0sity (k-e) model with either wall-function

boundary conditions [ 12] or integration-to-the-wall using the Jones-Launder low-Reynolds-

number terms [13]. Further details of the boundary conditions and algorithm used are given in

Refs. 6 and 8.

The computational domain extends from a prescribed upstream boundary where an equilib-

rium turbulent boundary layer is generated (matching the experimental data) to a point well

downstream of the interaction. For most of the results presented here the grid was generated

so as to take advantage of the experimentally observed quasi-conical flow field. In the x-y

(horizontal) plane the grid was developed using a family of rays originating from a virtual

origin slightly upstream of the fin leading-edge. Ahead of the interaction these rays were

replaced by lines of constant y (spanwise direction). In the x- (streamwise) direction, constant

spacing was used. In the z- (vertical) direction an exponentially stretched spacing was used,

concentrating most of the points within the boundary layer. When integrating to the wall, the

maximum value of z+ for the first grid point was 1.0 in the interaction region. The resulting

grid spacing in the x- and y-directions was approximately equal to 0.5 50. The total computa-

tional domain encompassed 64 x 64 x 40 grid points in the x-, y-, and z-directions, respec-

tively. For a few computations made for the higher fin angles, the grid in the horizontal plane

consisted of lines parallel to the fin and lines of constant x. The x and z spacing was identical

to the previously described grid with the same total number of points. In the y-direction the

grid spacing was approximately equal to 50.

Results and Discussion

Solutions using the four turbulence models have been obtained for fin angles of 10 and

16 degrees at Mach 3 and for 16 and 20 degrees at Mach 4. Solutions using a single model

(k-e integrated to the wall) have been obtained for fin angles of 25 and 30 degrees at Mach 4.

The upstream boundary conditions were chosen to match the experimental boundary condi-

tions for the Penn State experiments [2,3,7]. This paper will concentrate on the Mach 4 results

where the interactions are the strongest.



Thecomputed and experimental values of skin-friction coefficient are compared for Mach 4 at

fin angles of 16 and 20 degrees in Figs. 2 and 3, respectively. The results are plotted in terms

of the conical angle 13(defined in Fig. 1) at a radial distance from the fin apex of 8.9 cm. Error

bars indicating the accuracy of the data are also shown on the figures. Only two computed

results are shown for each fin angle. Results obtained with the Baldwin- Lomax turbulence

model are close to those shown for the Cebeci-Smith model, and for the k-e model the use of

wall functions did not significantly change the integration-to-the-wall skin friction values

which are plotted. It is fast noted that the locatiori and magnitude of the peak skin friction are

not predicted by any turbulence model. For a f'm angle of 16 degrees, the peak values of skin

friction are underpredicted by 12% using the algebraic model and 40% using the k-e model.

For 20 degrees the peak values are underpredicted by 40% and 52%, respectively. For both fin

angles the algebraic models come closer to the experimental data than the k-e models.

In an attempt to assess the effect of grid resolution, a second calculation was made for the

20-degree case using a coarser grid. The k-e integration-to-the-wail model was used. The

y-spacing of the finer grid is half that of the coarser one, resulting in AI3 = 0.5 and 1.0 degree

respectively, near the peak skin-friction location. No change in computed maximum skin

friction was noted. This may be an indication that the underpredictions are due to inadequate

turbulence modeling, rather than to inadequate grid resolution. Of course, the proper way to

do grid resolution studies is to halve the grid in all three directions, but this is not presently

feasible because of computer limitations.

The computed and experimental values of surface pressure are compared at Mach 4 for a fin

angle of 20 degrees in Fig.4. Error bars indicating the accuracy of the data are shown. Little

difference is seen between the two turbulence models also shown. The two other models give

similar results. The computed results predict the correct spanwise extent and peak value, but

do not show the experimentally observed local pressure minimum near 13= 30 degrees. This

low pressure occurs because of the high reversed velocity resulting from an image effect, or

so-called ground effect, of the vortex which dominates this flow field [8,14]. Based on this

result it would seem that the present computations underpredict the strength of the vortex,

resulting in lower velocities near the wall, thus underpredicting the surface skin friction and

overpredicting the surface pressure under the vortex. Comparisons with the pressure data

obtained at a f'm angle of 16 degrees give similar results.

Although not shown here, comparisons have also been made between the experimental and

computed surface pressure and skin- friction results for fin angles of 10 and 16 degrees at

Mach 3. A (.ew comparisons are shown in Ref. 3. In general the agreement between theory and
experiment is better for Mach 3 than the Mach 4 results shown here. This can be best shown



by plotting the peak skin-friction values vs. the pressure ratio across the undisturbed inviscid

fin shock wave, as shown in Fig. 5. The fast two experimental points are for Mach 3, ct = 10

and 16 degrees, and the second two for Mach 4, 0_= 16 and 20 degrees. It can clearly be seen

that the measured peak skin-friction values rise in a monotonic but nonlinear fashion with

increasing shock strength. In contrast, the k-e prediction increases almost linearly with inter-

action strength and becomes progressively inaccurate as the interaction strength is increased.

The prediction using the Cebeci-Smith model shows better agreement for weak- and

moderate-strength interactions, but falls off dramatically for the stronger interactions.

Figure 6 shows comparisons of the angles of the surface skin- friction lines, 0, plotted against

for = 16 degrees, Mach 4. Three calculations are shown. Results obtained with the Baldwin-

Lomax model do not differ from those shown for the Cebeci-Smith model. The calculated

results using the Cebeci-Smith and k-e integrated-to-the-wall (ITW) models show reasonable

agreement with the data. However, the k-e wall function (WF) model solution grossly under-

predicts the angular extent of the measured upstream influence. These results show that inte-

gration to the wall appears to have solved the nagging problem of underprediction of the

upstream influence of such interactions in several previous publications [2,6-9] where k-e

wall-function turbulence modeling was used. For the Mach 4, tx = 20 degree case, the results

and conclusions are similar to those discussed here.

It was shown above that the predicted upstream influence changes significantly depending on

the use of wall functions or integration- to-the-waU. This is due to the implicit assumption, in

the wall- function case, that there is no flow turning below the second grid point away from

the wall. Two examples of computed flow yaw-angle profiles shown in Fig. 7 illustrate this

point (yaw angle is defined as the direction of the velocity vector in the x-y plane). In this

figure the computed yaw angle at each grid point is plotted vs. z and z+ for the Mach 4,

tx = 16 degree interaction. The locations of these profiles are _ = 40 degrees (wall functions)

and 13= 43 degrees (integration to the wall), both near the upstream-influence line of the

interaction. It is seen that the predicted yaw angle increases significantly in the region very

close to the wall, well below the minimum-height grid point employed by the wall-function

treatment. This increases the upstream influence and eventually affects the entire flow field.

Thus, any future wall-function computations for this class of swept interactions should defi-

nitely allow for additional turning below the first two grid points. (Work is in progress to

accomplish this.)

Experimental and computed values of the extent of upstream influence are compared for

Mach 4 in Fig.8. Here we are plotting the angle of the separation line, J3s,vs. the fin angle, or.

j3s was obtained from the measured or calculated surface-shear line patterns far downstream



from the fin leading edge. (See Fig. 9 for a computed example). Two experimental data sets

are shown, one obtained by Zheltovodov et al. [1] and the other by Settles and his co-workers

[2,7]. The two data sets are in remarkable agreement. Computed results are also shown using

two turbulence models; k-e integrated to the wall and k-e wall functions. The integrated-to-

the-wall results are in much better agreement with the data than the wall-function results. For

a < 20 degrees these computations are certainly within the experimental uncertainties of these

measurements. However, for o_> 20 degrees the computations and experimental results

diverge, with the computations underprcdicting _ by 15% at a = 30 degrees. Results obtained

with the two algebraic turbulence models give values of _s similar to those obtained for the

k-e integrated-to-the-wall computations. At 20 degrees, computed values of l_s for both the

coarse and free grids were almost identical. The reasons for the discrepancy at large fin angles

are not known. Work is in progress to resolve this issue.

Secondary separation has been observed for these flow fields by most experimenters [ 1-7].

The experimental evidence of secondary separation comes mostly from an observed feature in

the surface skin-friction line patterns. Zheltovodov [ 1] found two types of secondary separa-

tion. For small fin angles a secondary separation line appears near primary separation, and as

the fin angle is increased this feature disappears and a second secondary separation is seen

near the fin. For Math 4 the fhst secondary separation appears at ot = 8 degrees and vanishes

at 0t - 19 degrees, and the second secondary separation is fast seen at (z = 23 degrees.

In a previous publication [9], we reported to have calculated a secondary flow separation for

these flow fields for Mach 4 at fin angles of 16 and 20 degrees. However, it has been pointed

out by Zheltovodov [15] that the sense of rotation of the computed secondary separation is not

consistent with experimental results. Those calculations were made with a k-e wall-function

turbulence model. Since then we have obtained the solutions using both algebraic and k-E

models integrating to the wall. These results did not show any evidence of secondary separa-

tion. It is now felt that the previously computed secondary separation is purely an artifact of

the turbulence model used and does not reflect the true physics of the flow field.

The current work extended the computations to fin angles up to 30 degrees in search of the

second appearance of secondary separation. The computed surface-shear-line pattern for

Mach 4, a - 30 degrees is shown on Fig. 9. The k-e integrated-to-the-wall turbulence model

was used. No evidence of secondary separation is observed; only the large primary separation

zone is seen. To further examine this computed flow field, let us look at particle paths con-

fined to a two-dimensional plane normal to the free stream flow direction with the crossflow

velocities calculated in approximate conical coordinates. (See Ref. 8 for details.) These spe-

cial trajectories are shown for the Mach 4, 0t = 30 degree case in Fig. 10. The large primary



vortex is clearly seen, but there is no evidence of secondary separation. In a recent publication

[16], Hung has speculated that the secondary oil-accumulation line observed in the experi-

ments is simply a demarcation between regions of high and low surface skin friction and not

secondary separation. Further work in grid refinement and nonisotropic turbulence modeling

is planned.

Concluding Remarks

Solutions have been obtained for a series of three-dimensional, shock-wave turbulent-

boundary-layer interaction flow fields using several turbulence models. As the shock strength

increased the peak values of measured skin-friction were underpredicted by as much as 52%.

No single turbulence model correctly predicted all the test cases. The simpler algebraic

models outperformed the more complex two-equation eddy-viscosity models. When integrat-

ing to the wall, all the turbulence models accurately predicted the extent of the interaction for

fin angles less than 20 degrees. The use of wall functions (as currently formulated) caused

significant underpredictions of the interaction size. For f'm angles greater than 20 degrees the

interaction size was underpredicted by all the models used. Although secondary separation has

been "found" by all the experiments, detailed examination of the computed results indicated

no evidence of this additional feature of the flow field.

Although the major features of these flow fields have been successfully computed, there are

several deficiencies that have been noted. The reasons for these deficiencies are not known at

present. Work on turbulence modeling, grid refinement, boundary conditions, etc. is continu-

ing. Also, heat transfer measurements are planned for these flow fields. This should help the

turbulence modeling efforts significantly.
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